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Configuring PDI, MapReduce, and MapR

Overview

This document is intended to provide insight and best practices for setting up Pentaho Data
Integration (PDI) to work with MapR. It includes information about setting up and installing the MapR
client tool that is required by PDI to run Pentaho MapReduce (PMR) jobs.

Certain configurations on the Hadoop ecosystem will be examined to make sure that the client is
correctly setup before PDI will use it.

The Components Reference in Pentaho Documentation has a complete list of software versions
for compatibility between your Pentaho and JDK versions..

The information in this document covers the following versions:

oroware——————versomi

Pentaho 7.X, 8.X

The Components Reference in Pentaho Documentation has a complete list of supported software and
hardware.

Before You Begin

Before beginning, make sure that you are using a MapR client that is compatible with Windows OS.
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https://help.pentaho.com/Documentation/8.2/Setup/Components_Reference
https://mapr.com/docs/home/InteropMatrix/r_client_matrix.html

Configuring PDI, MapReduce, and MapR

Set Up Your Environment

This section covers the things you need to do to set up your environment.
You can find details on these topics here:

e Getting MapR Server Information
e Setting Up Your Host Environment
e Installing the Pentaho Shim for MapR

Getting MapR Server Information

We have used a MapR Virtual Machine (VM) downloaded from MapR Sandbox to show you how to
configure PDI to work with MapR. We are also using a Windows development environment for this

demonstration.

Add a host-only adaptor to the VM once it has been imported into either VMware or VirtualBox. You
will be able to obtain the IP address of the VM once it starts.

The IP address may vary depending on your environment. This IP will be used throughout this
process

Figure 1: Windows Development Environment

Setting Up Your Host Environment

You will need to update your hosts file in your development environment, which could be either
Windows, MacOS, or Unix, so that it points to this virtual machine. The location of the hosts file is

192.168.56.70, as shown:

- [le [de Jearch Yww Jock ffindow Help
= g el & u Pl Test w| & * @ Find -

hosks *

1 # localhost name resolution is handled within DNS itself.

1 @ 127.98.9.1 localhost

iow 12l localhost

a4 # content of ¢:\Windows\system3d2\drivers\etc\hosts

5 ——

t'c 192. lb?j.‘:n.ﬁi‘.{:’ maprdemo demo . mapr . com mapr

Figure 2: Host Environment
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https://mapr.com/try-mapr/sandbox/

Configuring PDI, MapReduce, and MapR

You will now be able to use your browser to connect to the MapR administration page using either of
the following URLs:

http:/demo.mapr.com:8443/mcs
or

http:/localhost:8443/mcs

You will be able to log in using the credentials root/mapr or mapr/mapr to get to the main console:

The cluster name is demo .mapr . com. This cluster name will be required when you configure
= the MapR client.

m MapR - demoumapr.con X

& C O @ demo.maproom 8443/ mesrdashbos ble=1.1.1.11 0% 00 ;
Loqaed in as ool Bl SUpport Help | mapr.com Liog out
Cluster Name: demo.mapr.com L L ) S P
Navigation @  Dashboard * \
W Custer : -
T8 Dashboard Cluster Heatmap - 1 Nodes on 1 Racks Health = | Sort; & Cluster Utilization @ savings Wa €) |
B Hodes Rack = Zoom: [T ) 0 Utilized  Total |
B Hode Heatmap e CPU HiA 0 Cores 2 Cores I
B 10bs 1 nodes on /data/default-rack (1 visible) ~ Memory 95% 5468 5768
& MapR-Fs Disk Space M/A none 14 GB
&8 Mapr-
] Maph Tables — Yamn
I3} Running Applications i
- '\."rtlluml.-s Mo Alarms Raised - :“' o _'"
H Mirror Volumes Quewed Applications i}
] User Disk Usape Mumber of Node Managers 1
Bl snapshots Usad memory (ME) none
Bl schedules Total Memory (MB) 5 GB
& NES HA Percent of Memory Used M&
D NES Setup CPUrs Usnedl 0 Cores
B vip Assignments CPU's Tota 2 Cores
B2 RIS i e Percent of CPU's Used MR -
b— — — E—

Figure 3: MapR Cluster

Installing the Pentaho Shim for MapR

You will need to install the Pentaho Shim for MapR that comes with the software.

The shim files core-site .xml, mapred-site.xml, and hdfs-site.xml are not required
to be installed on the Pentaho shim folder because we are using the MAPR client software.
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pentaho-cassandra-nluain
Sitems  1item selected 1.43 KB

= | Chuse oftware'p8\p820idata-integration'plugins\pentaho-big-data-pluginihado
Home Share View
- N <« plugins » pentaho-big-data-plugin » hadoop-configurations » mapré0 v O Search mapréd
F
cdh514 ~ MName Date modified Type
emrs11 lib 02.06.2019 12:06 PM  File folder
hdp26 gconfig.properties 11.14.2018 3:54 FM PROPERTIE...
hdp30 [ core-sitexm 11142018 3:54 PM XML File
mapre0 Bhbase-site.xml 11.14.2018 3:54 PM XML File
o [ hive-site.xmi 11142018 354 PM XML File
uai G PentahoHadoopShim_mapre0_0S55_Licens.., 11142012 3:54 PM Chrome HT...
plugins
pentaho-hadoop-shims-maprs{!-a.z.2018.1... 11.14.2018 3:54 PM JAR File
pentaho-mapreduce-libraries.zip [ pentaho-hadoop-shims-mapré0-hbase-co... 11.14.2018 354 P JAR File
v

Size

SKB
3KB
2KB
2KB
334 KB
398 KB
KB

Figure 4: Pentaho Shim for MapR
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Configuring PDI, MapReduce, and MapR

Install and Configure MapR Client

This section will help with downloading and configuring the MapR client tools, as well as setting up the
environment variables.

e Downloading MapR Client Tools
e Setting Up the Environment Variables
e Configuring MapR Client to Connect into HDFS

Downloading MapR Client Tools

The latest MapR client tools can be downloaded from the index. The index contains client tools for
various operating systems. We are installing the client tool onto a Windows operating system for this
demonstration.

We recommend extracting the downloaded client tool (zip file format) into C:\opt\mapr.

The folder structure of the client will show the following directories:

&L Local Disk (C2) "_ (2l Name 2 Date modified Type Size
;i‘; bin ) le folder
DRI\:Er;!; conf le folder
b conf.new le folder
ome
e contnb le folder
t
= examples le folder
of
P hadoop le folder
mapr
B include le folder
- Iib le folder
Program Files ]
libexp le folder
Program Files (x885)
logs le folder
ProgramData i
pid le folder
setu|
P server le folder
WSEtY
P fif] LICENSE.doc icrosoft Wor Y
t
i L MapREBuildVersion 016 6:38 PM File 1 KB
tmp

| NOTICE.bxt 016 6:39 PM TXT File 119 KB

Users

Figure 5: MapR Client Installation

Setting Up the Environment Variables

The MapR client requires some configuration changes that allow you to connect to the Hadoop
filesystem using the client tools. You will be able to do this once it is installed. MapR’'s documentation
has specific information about the ports used by MapR.

1. Open the command prompt and follow the instructions to configure the client:

cd c:\opt\mapr\server
set MAPR_HOME=c:\opt\mapr
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configure.bat -N demo.mapr.com -c -C maprdemo:7222 -HS maprdemo

2. The values assigned to each of the parameters are indicated below:

-N cluster name (obtained earlier from the browser screen)
-C nodes running CLDB services and port

-HS history server name — host name found in the hosts file

3. You may also need to set the JAVA_HOME variable if this is not already set in your
environment. So that PDI can connect to the MapR environment, the variable MAPR_HOME
needs to be set globally in a Windows environment, and the variables .bash_profile or
-bash_rc are needed globally in a Unix environment:

set MAPR_HOME=c:\opt\mapr

Use set-pentaho-env.bat to set the MAPR_HOME environment variable in Windows. For
Unix, use set-pentaho-env.sh.

Configuring MapR Client to Connect into HDFS

There are a couple of files you will need to configure in the MapR Client. You will need the user ID for
these files. After you have finished configuring them, you will be able to connect to HDFS. This is
explained in the following sections:

e Modify core-site.xml for MapR Client
e Modifying mapred-site.xml for MapR Client
e Connecting into HDFS Using MapR Client

Modifying core-site.xml for MapR Client

Add these lines to the following file for the MapR client's core-site.xml, found in the
c:\opt\mapr\hadoop\hadoop-x.x.x\etc\hadoop\ directory:

Figure 6: MapR VM

<property>
<name>hbase.table.namespace.mappings</name>

<value>*:/tables</value>

Page 6

© Hitachi Vantara Corporation 2019. All Rights Reserved



Configuring PDI, MapReduce, and MapR

</property>

<property>

<name>hadoop.proxyuser.mapr .hosts</name>
<value>*</value>

</property>

<property>
<name>hadoop.proxyuser .mapr .groups</name>
<value>*</value>

</property>

<property>
<name>hadoop.spoofed.user.uid</name>
<value>2000</value>

</property>

<property>
<name>hadoop.spoofed.user.gid</name>
<value>2000</value>

</property>

<property>
<name>hadoop.spoofed.user.username</name>
<value>mapr</value>

</property>

The user ID (uid) value in hadoop.spoofed.user.uid can be obtained from the Zetc/passwd file
found in the MapR VM for the Hadoop user.

The group ID (gid) value in hadoop.spoofed.user.gid can be obtained from the /etc/group file
found in the MapR VM for the user that is going to be used as the Hadoop user.

Modifying mapred-site.xml for MapR Client

A cross-platform parameter needs to be added to the mapred-site.xml in order to run PDI in the
Hadoop cluster.

The mapred-site.xml file is found in the C:\opt\mapr\hadoop\hadoop-x.x.x\etc\hadoop
directory:

<property>
<name>mapreduce.app-submission.cross-platform</name>
<value>true</value>

</property>
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Connecting into HDFS Using MapR Client

You will be able to test the MapR client once your environment has been configured.

The configurations listed above are the bare minimum to test the connectivity and run PDI jobs
in MapR.

1. Open the command window and navigate to the C:\opt\mapr\hadoop\hadoop-
X.X.x\bin directory.
2. Make sure that the MAPR_HOME environment variable has previously been set.
If the setup is incorrect you may see UID_2000:GID_2000 instead of mapr:root, as shown
below in the ownership of HDFS' directories.
opt\mapr\hadoop\hadoop-2.7.0\bin>hadoop fs
8 1tems

r=Xr-Xx

mapr root

mapr root

mapr \hadoop\hadoop-2.7.0\bin

Figure 7: MapR for HDFS

cd C:\opt\mapr\hadoop\hadoop-2.7.0\bin

set MAPR_HOME

hadoop fs -Is /
C:\opt\mapr\hadoop\hadoop-0.20.2\bin>hadoop fs -Is /
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Configure Hadoop Cluster Environment for PDI
Jobs

The last step in the configuration is to verify that the libraries for the MapR client are loaded when PDI
MapReduce is executed.

e Selecting the Hadoop Distribution for MapR

e Modifying config.properties in Pentaho Shim Folder
e Running PDI PMR for Samples

Selecting the Hadoop Distribution for MapR

From the Tools menu of the PDI, select the Hadoop Distribution. You will be presented with a
selection box. Make sure that MapR is your selected Hadoop environment as shown below:

Restart the PDI client after you select MapR for your Hadoop distribution.

E.' on - Welcome

File Edit View Action Tools Help
2
B2 e -
[2] View [ ¢ Design B3 welcome! 52

s

Conned =

Welcome to Pentaho Data Integration

—, )
Ja N (|
Hadoop Distribution > E [>
Active Shim:
Amazon EMR 5.11
OPEN Cloudera CDH 5.14 EXTEND
HortonWorks HDP 2.6.x
HortonWorks HDP 3.0.x
D
Files Marketplace
Build plugins
(?) Help oK Cancel

Figure 8: Hadoop Distribution for MapR

Modifying config.properties in Pentaho Shim Folder

In this example, we are using version 5.1, which corresponds with the MapR VM. You will need to
change some of the locations and code based on your version. The file can be found in:

<pentaho_folder>\data-integration\plugins\pentaho-big-dataplugin\hadoop-
configurations\mapr510
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1. Edit the config.properties found in the Pentaho shim folder.
2. Edit the following values. Make sure to keep the triple dashes and change all the
hadoop2.7.0 and mapr510 references to your correct version:

windows.classpath=1ib/hadoop2-windows-
patch08072014.jar,file:///C:/opt/mapr/hadoop/hadoop2.7.0/etc/hadoop,file://
/C:/opt/mapr/hadoop/hadoop2.7.0/share/hadoop/common/lib,file:///C:/opt/mapr
/hadoop/hadoop2.7.0/share/hadoop/common,file:///C://opt/mapr/hadoop/hadoop?2
.7.0/share/hadoop/hdfs,file:///C:/opt/mapr/hadoop/hadoop2.7.0/share/hadoop/
hdfs/lib,File:///C:/opt/mapr/hadoop/hadoop2.7.0/share/hadoop/yarn/lib,file:
///C:/opt/mapr/hadoop/hadoop2.7.0/share/hadoop/yarn,file:///C:/opt/mapr/had
oop/hadoop2.7.0/share/hadoop/mapreduce/lib,file:///C:/opt/mapr/hadoop/hadoo
p2.7.0/share/hadoop/mapreduce,file:///C:/Pentaho/design-
tools/dataintegration/plugins/pentaho-big-data-
plugin/hadoopconfigurations/mapr510,file:///C:/Pentaho/design-
tools/dataintegration/plugins/pentaho-big-data-
plugin/hadoopconfigurations/mapr510/1ib,file:///C:/opt/mapr/lib

windows. library.path=C:///opt///mapr///1ib

The windows . classpath and windows. library.path values are dependent on the version
of the MapR client that you installed.

1. Start or restart the PDI tool by running spoon.bat or spoon.sh.
2. Create a new Hadoop cluster for MapR and enable checkbox to use the MapR client.
3. Test the connection as shown below:

You can ignore the Shim Configuration Verification warning, since the value of ¥s_defaultFS
does not exist in core-site.xml.

File Edt View Action Tools Help
r - =T
I =] BB & Hadoop cluster 7] 0§ Hadoop Cluster Test - .
[ View . ¢* Design || Couster Mame:
Maph Active Shim Load |
Explorer " v
+ 13 Jobs Shirm Configuration Verification
s Pentaho MapReduce - wofl | poes T
[ Database connectiond
[ lob ertries prde Y & N " Hadaoop File System Connection
4 [ Hadoop clusters I ——
¥ Maph ° ° o User Hame Directory Access
C1 Slave serves matouis
JobTrackes Roat Divectory Access
W v ) )
L L] s Vesify Lser Home Permisians
Zookeepsr
o Ping Job Tracker / Resource Manages
Hastname: Port: Toil nok b abile for Ma e
demme sun
L i ¢ 1 » v Oozie Host Connecticn
Oazie :
LR " Lookeeper Ensemnble Connection
bt/ Papeclarma: 10020/ aezie L ] e — - :
4
L P
| ) Help | Close
I
I bl o
| b
Conmection: INFO Successfully connected to host.
fil 1o rapiderno o por 5181
(D) Help Tent oK Cancel
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Figure 9: Hadoop Cluster Environment

Running PDI PMR from Samples

Open the sample MapReduce job called Pentaho MapReduce-wordcount.kjb found in the
samples\jobs\hadoop directory.

1. Open the mapping for Copy Files to HDFS and change the Destination folder as from:

hdfs://maprdemo:8020/wordcount/input

To:

maprfs://maprdemo:8020/wordcount/input

-
i} Hadoop Copy Files

Job entry name:

Copy Files to HDFS
Files . Settings
Files/Folders: X l
z Source.. Source.. Wildcard (Reg.. Destination Env.. Destination File/Folder

oo "README" "'i'ﬁ’iii};""”::"_____:SHE&éFHE:’éi:i’i‘iiMEf&EEﬂﬁ'&iﬁﬂﬁﬁ:}

[ ok ][ concel |

% e —

Figure 10: Hadoop Copy Files

2. Run the job and you will see a successful completion as follows:
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Pentaho MapReduce - wondoount
- 2 B M ws -
Execution Results
(@) History | B Logging

em O
011213

_' Job metrics I-l Metiics

25:12 - Spoon - Starting job,

Pentaho MapReduce - wordcount - Start of job executson

Pentaho MapReduce - wordcount - Starting entry [Copy Files to HDF5]

Copy Files ta HOFS - Starting

Copy Files to HOFS - Pracawsing row scurce File/faldar sou . dastenatian filef
Pentaho MapReduce - wordeount - Starting entry [Pentaho MapReduce (Wardcount]]
- Pentaho MapReduce (Waordcount] - Using filesystem st quickstart.clouders8020

- Pentaho MapReduce (Wordcount) - Using job tracker st queckstan. cloudera$032
Pentaho MapReduce (Wardcount) - Cleaning cutput path: maprfsy'wordcount/output

Pentaho MapReduce (Wordcount) - Configuring Pentaho MapReduce job to use Kettle installation from /opt/pentaha/magreduce/8.1.0.5-231 -6.1.0.5- 231 -mapr510

- Pentaha MapReduce (Wardcount) - mapreduc e apphcation classpathe ¢lasses/, SHADOOP_MAPRED_HOME/share/hadoop/mapreduce™ SHADDOP_MAPRED HOME
Pentaho MapReduce (Waordcount) - Setup Comiplete: 0.0 Mapper Completions 0.0 Reducer Completion: 0.0

- Pentaho MapReduce (Werdcount) - Setup Cormplete: 0.0 Mapper Completions 0.0 Reduces Completion: 0.0

- Pentaha MapReduce (Waordcow Setup Complete: 100.0 Mappes Completion: 0.0 Reducer Cormpletion: 0.
Pentaho MapReduce (Wardcount) - Setup Complete: 1000 Mapper Completion: 0.0 Reducer Completion: 0
- Pentsho MapReduce (Waordcount] - Setup Complete: 100.0 Mspper Completion: 0.0 Reducer Completion:
Pentaho MapReduce (Wordcount) - Setup Complete: 100.0 Mapper Completion: 0.0 R cer Cormpletion:
0 MapReduce (Waordcount) - Setup Complete: 1000 Mappes Completion: 230 Reducer Completion: 0.0
- Pentaho MapReduce (Wardcount] - Setup Complete: 100.0 Mapper Completion: 25.0 Reducer Completion: 0.0
Pentaho MapReduce (Wordcount) - Setup Cormplete: 100.0 Mapper Completion: 25.0 Reducer Cormpletion: 0.0
- Pentsha MapReduce (Wordcount) - Setup Complete: 100.0 Mspper Completion: 25.0 Reducer Completion: 0.0
Pentaho MapReduce (Waordcount) - Setup Complete: 1000 Mapper Completion: 500 Reducer Completion: 0.0
- Pentaho MapReduce (Wardcount] - Setup Cormplete: 100.0 Mapper Completion: 50.0 Reducer Completion
Peniaho MapReduce (Wardcount) - Setup Complete: 100.0 Mapper Completion: 50.0 Reducer Completicn: 0.0

- Pentaho MapReduce (Wordcount] - Setup Complete: 1000 Mapper Completion: 500 Redwcer Completion: 0.0

aha MapReduce (Waordcount) - Setup Complete: 100.0 Mapper Completion: 50.0 Reducer Completion: 0.0

o MapReduce (Wordcount] - Setup Complete: 100.0 Mapper Completion: 50.0 Reducer Completion: 0.0

Pentaho MapReduce (Wardcount) - Setup Complete: 100.0 Maspper Completion: 500 Reducer Completion: 0.0

Pemtaho MapReduce (Wardcount) - Setup Cormplete: 100.0 Mapper Completion: 75.0 Reducer Completion: 0.0

- Pentaho MapReduce (Wardcounit] - Setup Complete: 100.0 Mapper Completion: 75.0 Reducer Completion: 0.0

Pentaho MapReduce (Wardcount] - Setup Cormplete: 100.0 Mapper Completion: 75.0 Reducer Completicn: 0.0

- Pentaho MapReduce (Wordcount) - Setup Complete: 1000 Mapper Completion: 75.0 Reducer Completion: 0.0

Pentaho MapReduce (Wordcount) - Setup Complete: 100.0 Mapper Completion: 100.0 Reducer Completion: 00

aho MapReduce (Wordcount] - Setup Complete: 1000 Mappes Completion: 1000 Reducer Completion: 0.0

aho MapReduce (Wardcouni] - Setup Complete: 100.0 Mapper Completion: 1000 Reducer Completion: 65 6666686548816
sha MapReduce (Wardcount] - Setup Complete: 100.0 Mapper Completion Reduc ampletion: 66 66666865348816
o MapReduce (Wordcount] - Setup Complete: 100.0 Mspper Completion: 1000 Reducer Completion: 100.0

aho MapReduce - wordoount - Stamting entry [Succe
taho MapReduce - wordcount - Fineshed job entry [Sweccess] (result=[true])

aho MapReduce - werdcount - Finshed job entry [Pentaho MapReduce (Wardeount]] (result= [Erue])
Pent i Bl e y oy Files to HDFS)] (result= [true])

taho MapReduce - wordcount - Job esecutio hed

spon - bob has ended,

red ; [*README."]

o] mapris/maprdame 8020/ wordcount/in >

Figure 11: Successful Completion of Job

3. You can confirm that the job has been run successfully by listing the contents of the hdfs
directory where the files were generated.

EN Windows PowerShell - O b 4

opti\mapri\hadoop\hadoop

ladoop.cma T ‘'wordacount
X=X mapr 8 17:

root 2017-02-28 17:58 /wordcount/1nput

2 { b mapr
: pr
mapr

Xr-X 1 mapr

opt\mapr

root
root
root
root

lm(i:_m]_‘; F'h_idr.'n_:i'l

)

7. 0\bin>

/wordcount;

/wordcount

/wordcount

Figure 12: HDFS Directory Confirmation

"input/README , txt
‘output

wordcount/
‘output/part

output/_SUCCE

4. Make sure that the entry fs._defaultFS does NOT exist in the core-site.xml if you
encounter the following error:

<property>
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Configuring PDI, MapReduce, and MapR

<name>fs.defaul tFS</name>

<value>maprfs://maprdemo:8020</value>

<final>true</final>
</property>
F = - - —-——
Microsoft Visual C++ Runtirrllt-l.ibrary o]
@. Assertion failed!

Program: ...

File: fs\commeniwindows\win-pthread.cc

Line: 93

Expression: value_ptr == NULL

For information on how your program can cause an assertion
L failure, see the Visual C++ documentation on asserts

(Press Retry to debug the application - JIT must be enabled)

o —

[Ml[w][ism]rj

— —_— — P

Figure 13: Assertion Failed
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Related Information

Here are some links to information that you may find helpful while using this best practices document:

e Index

e MapR Sandbox

e Pentaho Shim for MapR

e Ports Used by MapR

e Pentaho Components Reference
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Finalization Checklist

This checklist is designed to be added to any implemented project that uses this collection of best
practices, to verify that all items have been considered and reviews have been performed.

(Sometimes it's good to use a checklist so this is here just in case. Delete if unnecessary.)

Name of the Project:

Date of the Review:

Name of the Reviewer:

Did you obtain the MapR

server information? YES NO
D|d.you set up your host VES NO
environment?

Did you download and install

the Pentaho Shim for MapR? YES NG
Did you download the latest

MapR client tools from the YES NO
index?

Hav.e you set up Fhe VES NO
environment variables?

Have you configured MapR to

connect to HDFS? YES NO
Did you modify core-site.xml

for the MapR client? YES NGO
Did you modify mapred-

site.xml for the MapR client? YES NO
Did you connect to the HDFS VES NO

using the MapR client?

Did you modify
config.propertiesinthe YES NO
Pentaho Shim folder?

Did you run PDI PMR from
samples?

YES NO
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